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• Provides a clear and structured way toward commercial fusion energy
• Is the basis of the EUROfusion and Fusion for Energy programmes for therealisation of Fusion Energy
• Includes DEMO design studies that are being conducted in Europe
• The DEMO project follows ITERwith the goal of designing acommercial fusion power plant

European Research Roadmap
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• The step from ITER to DEMO is challenging. DEMO design is complex interms of the amount of systems needed to produce and control the plasma
• Experimental data from ITER and IFMIF-DONES are essential, but notsufficient to design DEMO with confidence in an unexplored environmentto predict plasma and materials performance
• There is a need to create a high-quality suite of research codes (EUROfusion-standard software) to model data from existing EUROfusion facilities and toreliably extrapolate to future devices

Motivation
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EUROfusion ACHs
• The goal is to bring together fusion physicists, materials scientists andengineers with computer scientists within the same organisationalframework to make use of high-performance computers (HPC) andaccelerate the development of fusion energy
• EUROfusion has initiated coordination among theory and advancedsimulation creating:

– Theory, Simulation, Validationand Verification tasks (TSVV)that perform fundamentalresearch and channel science
– Advanced Computing Hubs(ACHs) that provide advancedsimulation expertise andknowledge to TSVVs
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BSC-ACH
• Barcelona Supercomputing Center (BSC) has been awarded one of theseACH that will offer advanced simulation to TSVVs
• BSC-ACH provides expert support to users regarding High-PerformanceComputing (HPC):

– scalable algorithms
– code parallelization
– performance optimization
– code refactoring
– GPU-enabling
– ...

Theory, Simulation,Validationand Verification tasks

OperationsTeam

CASE-FusionTeam

Best Practices forPerformance andProgrammabilityTeam
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Codes assigned to BSC-ACH
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ERO2
• ERO2.0 is a code for modelling plasma-wallinteraction and global material migration infusion devices. The migration is simulatedby following 3D trajectories of Monte-Carlotest particles
• Language: C++
• Parallelization:MPI + OpenMP
ACH tasks
• Performance analysis
• Porting to GPUs
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Tracing
• BSC Tools: Extrae and Paraver (http://tools.bsc.es)

ERO2
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ERO2
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Global efficiency metrics
ERO2
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OpenMP Parallel efficiencyshows a tendency to decrease.
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Optimization
ERO2

• Include MPI communication inside the OpenMP parallelization, sonew work can be started when threads start idle
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Porting to GPU
• OpenACC– The compiler is responsible for generating kernel and managing data transfers
• Find top time-consuming routine ⇒octree distance search

Intel VTune(https://www.intel.com)

ERO2
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• Issues:– C++-style loops are not supported– Polymorphism is not supported– Routine calls within parallel loops can be problematic– ...
• However, it is not as ideal as it was initially expected– OpenACC has lacks with C++– The feedback from error messages is not very clear
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ERO2
• NVIDIA Nsight (https://developer.nvidia.com/nsight-visual-studio-edition)

• Next steps
– OpenACC + CUDA interoperability– CUDA Dynamic Parallelism:Recursive search into Octree
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• Particle-In-Cell (PIC) code dedicated to performing simulations of particles ina fixed magnetic and self-consistent electric field for the study of plasmadeposition near castellated plasma facing components
• Language: Fortran
• Parallelization:MPI
ACH tasks
• Implementation of 2D parallel Poisson solver that the number of cores insimulations can be increased to at least 128
• Implementation of a parallel routine for E-field calculation
• General improvement of the code

SPICE2
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Profiling
• Intel Tools : VTune and Advisor(https://www.intel.com/content/www/us/en/developer/tools/oneapi/vtune-profiler.html)

SPICE2

• By modifying the most consuming parts of the code, we achieve small improvements

X.Sáez - 3rd Fusion HPC Workshop - 15/12/2022



16

Tracing
• BSC Tools: Extrae and Paraver (http://tools.bsc.es)

SPICE2

• All processes write to the same file atthe beginning of the simulation
• Each process waits 6*their_rankseconds to start writing
• We updated the code to only do onewriting on the process with rank 0 andthe others processes wait on a Barrier
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Optimizing
SPICE2

• Code updated to send the potentialswith the MPI_Broadcast collective

• The potentials are sent to all theprocesses from rank 0 with Point-to-Point (P2P) calls
• The density vector is calculated onprocess 0 and sent to all theprocesses with P2P

• Code updated using MPI_Reducecollective to compute the densityvector
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SPICE2
Implementation (Poisson solver)
• Current implementation: Direct solver based on LU decomposition using the UMFPACK andBLAS libraries
• Limits: good scaling up to 32 cores (memory limit of the system) and a grid limit of∼ 4000cells in one dimension
• Solution: use a KSP linear solver based on PETSclibrary (https://petsc.org). Several options ofsolvers were explored
• The best time is obtained for Conjugate Gradientwith Jacobi preconditioner solver
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SPICE2
• Results:

– Speed up of the whole code with the new solver included– Good performance up to 128 processors– Loss of scalability for more than 256 processor, but the code can now run over512 processors, solving domains of 10000x4000 cells (Marconi)

X.Sáez - 3rd Fusion HPC Workshop - 15/12/2022



20

• Code that calculates neoclassical transport in low-collisionality plasmas of3D magnetic confinement devices by solving the radially local drift-kineticand quasineutrality equation
• Language: Fortran
• Parallelization:MPI
ACH tasks
• Overall performance assessment
• Optimize application

KNOSOS
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Profiling
• There is a high load imbalance between MPI ranks, which seems to be produced bydifferent number of iterations in subroutines⇒ feedback from developers
• Discover that parallelization relies on launching “independent” calculations⇒improving sequential version would translate to an overall improvement in theMPI version
• Firstly, identify themost time consumingparts of the codewith Valgrind(https://valgrind.org)

KNOSOS
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Optimization
• Introduce a new parallelization level using OpenMPin coefficients_dke routine
• It was found that different instances of the BOUNCESsubroutine could be performed in parallel withoutproducing data conflicts between iterations
• Result: Execution timewas reduced from 15 sec(sequential) to 10 sec(using 4 OpenMP threads)
• We repeat the process with

integrate_g routine. However,the improvement was negligible

KNOSOS
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• The Advanced Computing Hubs have an ambitious mission to accomplish ina small time window
• The creation of EUROfusion-standard software needs close collaborationbetween developers and computer science professionals
• We have shown some examples of our work, with different degrees ofsuccess to build trustable software capable to run efficiently in HPC systems
• In some cases, the best solution does not accomplish the objectives or thewishes of the developers

Conclusions
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