
Performance optimization of 

EUROFusion HPC code ERO2.0 

Joan Vinyals-Ylla-Català 

Marta Garcia-Gasulla 



Context 

• EuroFusion Advanced Computing Hub at BSC 

• Provides computer science, performance, optimization and software 

engineering support to EuroFusion program  

• 3 BSC teams and departments involved  

• STELLA, SPICE, KNOSOS, and ERO2 among others 

 

• In collaboration with ERO2.0 developers from JSC, at TSVV-7 
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ERO2 

• Monte Carlo 3D code for global erosion and deposition modelling 

•  Written in C++ and parallelized using MPI and OpenMP 

• Set up 

• Input files from: 

• https://jugit.fz-juelich.de/ero/runs/jromazanov/jet/run03/seq01 

• JET simulation 

• Random Seed set to false 

• 500k Particles 

• 250 maxMpiChunkSize 

• 0.1 maxTracingTime 

 

• More information on the simulation setup:  

• Juri Romazanov <j.romazanov@fz-juelich.de> 
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Environment 

• Intel Compiler 2017.4 

• MPI: IMPI 2017.4 

• Libraries:  

• MKL 2017.4 

• HDF5 1.8.19 

• BOOST 175.0Z 

 

• For performance analysis: 

• Extrae to get traces 

• Paraver to visualize traces 
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Structure - 1 step execution 
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Structure - 1 step execution 
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Computation 
dense zone 

Gather/Reduction 

Randomly distributed 
communication for other ranks. 

Rank 1 seems to be always 
in communication 
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Scalability 
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4 nodes 

8 nodes 

16 nodes 

32 nodes 

Gathering phase does not scale 
Computation seems to scale. 

Load imbalance increases. 
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Structure - Master/Slave 
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Only Master-Slave 
communication 
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Structure - Master/Slave 
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Structure - Master/Slave 
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Worker rank do useful 
computation at all 

threads 

The threads of the 
master process don’t 

perform useful 
computation 

Gaps happen when 
one thread has longer 
useful computation. 
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Summary structure 

 

11 

MPI 
rank 

Ask for 
particles 

Wait for 
request 

Send next 
chunk 

There are 
particles 

Simulate 
particle step 

Particle 
state? 

Reached 
maxTime 

No 

Yes 

“alive” 

“done” 

break 

0 !=0 

Finish 

There are 
particles 

Yes 

No 

No 
Yes 

Compute particle 

Compute 
particle 

O
M

P
 p

ar
al

le
l l

o
o

p
 

Joan Vinyals | 4th  Fusion HPC Workshop | Nov. 2023 



Efficiency metrics 
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                 Nodes:             4                8               16             32 
Very low global eff. due 

to bad parallel efficiency. 

OpenMP Parallel 
efficiency shows a 

tendency to decrease. 

Very low MPI Parallel Eff. 
Due to Load Balance and 

Serialization. 

Very good computation 
scalability. 
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Load imbalance in detail 
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MPI Load Imbalance 

One burst of compute 
takes a lot much longer 
than the others 

OpenMP Load Imbalance 
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The amount of 
instructions correlates 
with the burst duration. 

Load imbalance 
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Load balance seems to come 
due to more instructions. 
Hence more code execution. 

On the other hand, the 
cycles and IPC are stable for 
most bursts. 
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Load Imbalance – grain 

 
#pragma omp for shcedule(dynamic) 
    for (int i=0; i<chunkSize; i++) { 
        … 
        transportParticleLoop (…); 
        … 
    } 
} 
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maxMpiChunkSize:            50            10 

Overall Worst Load Balance 

We tradeoff the OpenMP 
Load Balance for the MPI 

Already using 
lowest OpenMP 

granularity 

MPI grain reduction 
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Load Imbalance summary 

• MPI 

• Only present at the end of the execution 

• Due to: 

• Heterogeneous distribution of “particle chunks” 

• “Long” particles 

 

• OpenMP 

• Present at the end of every “particle chunk” 

• Due to: 

• Implicit OpenMP barrier at the end of parallel 

• “Long” particles 
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Proof of concepts 
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PoC1: Guided-like particle chunk size 
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nRemaining = nParticles - nSent 
CSguided =max(1, (nRemaining / comm_size) * 0.3 ) 

CS = min(nRemaining, CSguided ) 

Objective:  
• Start with a big granularity so we reduce 

the overhead and improve OpenMP 
Load balance. 

• Reduce the granularity towards the end 
to MPI load imbalance. 
 

How we do it: 
• We assign the chunk size to be the 

1/3 of particles remaining (divided 
by number of processes). 

• We set the minimum to 1. 
• Default set to input value 
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PoC1: Guided-like particle chunk size 
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PoC1: Guided-like particle chunk size 
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The load 
imbalance gets 
better with this 
version. 

Even though 
we have 
improved the 
load balance, 
we still observe 
some outliers 
that keep us 
from further 
improving. 

4 x 4 x 12, original 

4 x 48 x 1, guided 
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PoC2: Dynamic maxTracingTime 
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Is it worth to 
wait for these 3 
particles? 

They will probably be 
killed here can we kill 
them earlier? 

Objective:  
Detect early that the particle is 
lost and kill it earlier 

How:  
We keep track of the average tracing 
time of particles, and kill particles that 
are above that threshold  
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PoC2: Dynamic maxTracingTime 
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Comparing Original, PoC1 and PoC2 
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Original 

PoC1: guided We start losing 
efficiency later, 
for the two new 
versions 

PoC2 (dynamic maxTracingTime)  ends the 
simulation when running inefficiently. 

Gather 
phase  

PoC2: dynamic maxTracingTime 
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Comparing Original, PoC1 and PoC2 
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For executions with low number of 
nodes we observe huge improvement 
with the "dynamic maxTracingTime". We observe at least a 1.3 speedup for all 

node counts with PoC1 and 1.35 for PoC2. 
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Comparing Original, PoC1 and PoC2 
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ERO2 64 nodes execution time vs %timedOut particles 

atoms particles Speedup

PoC1 (guided) 
- 1.32 speedup  
- Insignificant number of 
atoms and particles timed 
out. 

PoC2 (dynamic MTT)  
- 1.35 speedup 
- ~1% increase of timed 
out particles. 

64 node execution 
for the 3 different 
versions. 

Joan Vinyals | 4th  Fusion HPC Workshop | Nov. 2023 



PoC3: Outer parallel 
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Objective:  
avoid OpenMP threads waiting 
for other threads 

How:  
Allow threads to start computing next 
chunk of particles before all threads 
finish their particles 

MPI load imbalance has been almost completly 
removed, only OpenMP load imbalance is remaining 
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PoC3: Outer parallel 
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PoC 3: Outer Parallel 
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No load imbalance is observed 
among different chunks. 

Threads from Rank0 
also compute particles 

All threads perform 
communication, even 
those from rank 0. 

MPI calls 
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Summary - Conclusions 

• Analyzed and optimized ER2.0 code 

• Main issues affecting efficiency: 

• OpenMP load imbalance 

• MPI load imbalance 

• 3 incremental optimizations: 

• Guided-like distribution of particles among MPI processes 

• Dynamic max tracing time for particles 

• Outer OpenMP loop 

• Speedup achieved 1.35 

 

 

• Successful interdisciplinary work 
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THANK YOU! 

www.bsc.es 

joan.vinyals@bsc.es 

marta.garcia@bsc.es 
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