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Background and Motivation

Two-fluid plasma model:

is applicable in a regime between kinetic and MHD models

valid in regimes with small length and time scales of the fundamental
phenomena, such as those which occur over the Debye length, Larmor
radius or plasma frequency scales

captures important physical phenomena: charge separation, Lorentz
forces, self-generated electromagnetic fields, etc

low-dimensionality compared to the Boltzmann equation
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Objectives

Extending the validity of fluid models in the collisional regime and
bridging the gap between fluid and kinetic models

Reduce computational cost related to small timescales:

Stiff source terms → small CFL number

Speed of light constraint → higher than fluid speeds

Use divergence-free methods

Hyperbolic Divergence Cleaning (HDC) is frequently used

Divergence errors not completely removed

There are hyper-parameters
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Governing Equations
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Governing Equations

The ideal (five-moment) two-fluid plasma equations:

∂ρα
∂t

+∇ ·
(
ραvα

)
= 0 (0.1)

∂ραvα
∂t

+∇ ·
[
ραvα ⊗ vα + pαI

]
=

rα
rLi

ρα(E + vα ×B) (0.2)

∂Eα
∂t

+∇ ·
[(
Eα + pα

)
vα

]
=

rα
rLi

ρα(E · vα) (0.3)

∂B

∂t
+∇ ·

(
I×E

)
= 0 (0.4)

∂E

∂t
+∇ ·

(
− c2I×B

)
= − 1

λ2
DrLi

(riρivi + reρeve) (0.5)

where rα = qα/mα and α = {ion,electron}
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Governing Equations: Fluid Equations

The ideal (five-moment) two-fluid plasma equations:

∂ρα
∂t

+∇ ·
(
ραvα

)
= 0

∂ραvα
∂t

+∇ ·
[
ραvα ⊗ vα + pαI

]
=

rα
rLi

ρα(E + vα ×B)

∂Eα
∂t

+∇ ·
[(
Eα + pα

)
vα

]
=

rα
rLi

ρα(E · vα)

∂B

∂t
+∇ ·

(
I×E

)
= 0

∂E

∂t
+∇ ·

(
− c2I×B

)
= − 1

λ2
DrLi
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Governing Equations: Maxwell Equations

The ideal (five-moment) two-fluid plasma equations:

∂ρα
∂t

+∇ ·
(
ραvα
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= 0
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Governing Equations: Source Terms

The ideal (five-moment) two-fluid plasma equations:

∂ρα
∂t

+∇ ·
(
ραvα

)
= 0

∂ραvα
∂t

+∇ ·
[
ραvα ⊗ vα + pαI

]
=

rα
rLi

ρα(E + vα ×B)

∂Eα
∂t

+∇ ·
[(
Eα + pα

)
vα

]
=

rα
rLi

ρα(E · vα)

∂B

∂t
+∇ ·

(
I×E

)
= 0

∂E

∂t
+∇ ·

(
− c2I×B

)
= − 1

λ2
DrLi

(riρivi + reρeve)

where rα = qα/mα and α = {ion,electron}
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Governing Equations: Divergence Constraints

∇ ·E =
σ

ϵ0
(0.6)

∇ ·B = 0 (0.7)

where σ = qini + qene is the net charge density
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Numerical Approach
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Numerical Approach

Fluid equations:

Spatial reconstruction: 2nd-order TVD
Hyperbolic solver: HLLC solver
Temporal discretization: explicit RK2

Maxwell equations → divergence-free techniques:

Finite-difference time-domain (FDTD) [1, 2, 3]

implicit Crank-Nicolson [4, 5] → c constraint

Finite-volume time-domain (FVTD) [6, 7, 8]

Spatial reconstruction: 2nd-order TVD or 3rd-order WENO
Hyperbolic solver: Multidimensional Riemann solver [6]
Temporal discretization: explicit RK2 with sub-cycling → c constraint

Source terms:

Strang splitting
locally implicit midpoint method [9] → CFL constraint
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Locally implicit source treatment [10, 9]

The conserved variables are grouped into three categories

U1 = {ρi, ρe,B}⊺, U2 = {ρivi, ρeve,E}⊺, U3 = {Ei, Ee}⊺

then the (first-order [10]) update formula can be written as:

Un+1
1 = U

n
1 (0.8)

Un+1
2 = U

n
2 +∆tA(Un+1

1 )Un+1
2 (0.9)

Un+1
3 = U

n
3 +∆tS3(U

n+1
1 ,Un+1

2 ) (0.10)

The implicit step can be written as:

Un+1
2 = (I−∆tA(Un+1

1 ))−1U
n
2 (0.11)

Remark

This update allows a high CFL number. Second-order accuracy achieved
by using the implicit midpoint method [9]
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Innovations
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Innovations: FDTD (divergence-free technique)

Figure: Collocation of the electromagnetic fields in FDTD. The magnetic field is
defined at the edges and the electric field is defined at the faces.
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Innovations: FDTD

It is based on a second-order accurate Crank-Nicolson scheme and the
semi-implicit discretization can be written as

En+1 −En

∆t
= c2

(
1

2
∇×Bn +

1

2
∇×Bn+1

)
(0.12)

Bn+1 −Bn

∆t
= −

(
1

2
∇×En +

1

2
∇×En+1

)
(0.13)

which can be rearranged into the implicit equation(
1− c2∆t2

4
∇2

)[
Bn+1 −Bn

∆t

]
= −∇×En +

c2∆t

2
∇2Bn (0.14)

Remark

This implicit update relaxes the speed of light constraint.
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Innovations: FVTD (divergence-free technique)

Figure: Collocation of the electromagnetic fields in FVTD. The magnetic field and
the electric field are defined at the faces.
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Innovations: FVTD

The explicit update for the x-components in 2D are

Bn+1
x,i+ 1

2
,j
= Bn

x,i+ 1
2
,j
− ∆t

∆y

(
E∗

z,i+ 1
2
,j+ 1

2

− E∗
z,i+ 1

2
,j− 1

2

)
(0.15)

En+1
x,i+ 1

2
,j
= En

x,i+ 1
2
,j
+ c2

∆t

∆y

(
B∗

z,i+ 1
2
,j+ 1

2

−B∗
z,i+ 1

2
,j− 1

2

)
(0.16)

where B∗
z and E∗

z are states from the Multidimensional Riemann solver [6].

Remark

These updates are constrained by the speed of light. Sub-cycling can be
used to relax the constraint.
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Innovations: Projection methods [11, 12]

Remark

Projection methods are used to reduce divergence errors from averaging
electric fields from cell centers to cell faces.

One can express the electric field (with divergence errors) E∗ in terms of a
constraint-preserving part Ec and a scalar ϕ as

E∗ = Ec +∇ϕ (0.17)

so that one can solve for the potential ϕ as

∇2ϕ = ∇ ·E∗ − σ

ϵ0
(0.18)

and the constraint-preserving electric field can be recovered as

Ec = E∗ −∇ϕ (0.19)
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Pointwise description

1 update the source terms at cell centers for ∆tfluid/2

2 obtain face-averaged electric field

3 advance the fluid variables for ∆tfluid using spatial reconstructions
and RK time stepping

4 use FDTD with an implicit update for ∆tfluid or use FVTD with
sub-cycling with ∆tc

5 obtain cell-averaged electromagnetic fields

6 update the source terms at cell centers for ∆tfluid/2

7 obtain face-averaged electric field

8 use projection methods to reduce electric divergence errors
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Results

Fusion HPC
Workshop

21 / 46



Results

Computational Framework: AMReX

Parallelization using MPI

Run on a desktop with 16 cores unless otherwise specified

Aim will be to compare implicit FDTD and explicit FVTD with
sub-cycling

FVTD results used 2nd-order TVD unless otherwise specified

As a reference, results using HDC and FVTD without sub-cycling are
also shown
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Results: Brio and Wu Test

Computational domain: [0, 1]
Transmissive boundaries

ρi ρe vα pα Bx By Bx E

Left 1.0 1.0/m 0.0 0.5 0.75 1.0 0.0 0.0
Right 0.125 0.125/m 0.0 0.05 0.75 -1.0 0.0 0.0

Table: Initial data for the two-fluid Brio and Wu test.

γ = 5/3, rLi = {1, 0.1}, λD = 0.01, m = mi/me = 1836 and c = 100
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Results: Brio and Wu Test

Figure: Ion density for the two-fluid Brio and Wu test for rLi = 0.1 using 1024
cells at t = 0.1. Reference from Abgrall and Kumar [10] using 10016 cells.
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Results: Brio and Wu Test

Figure: Ion density for the two-fluid Brio and Wu test for rLi = 1 using 1024 cells
at t = 0.1. Reference from Abgrall and Kumar [10] using 10016 cells. FVTD
solutions were slightly more accurate.
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Results: Brio and Wu Test

Maxwell Time stepping Steps CPU time (s) CPU time/step (s)

FVTD explicit 25600 250.46 9.78 · 10−3

FVTD explicit sub-cycling 13115 147.51 1.12 · 10−2

FDTD implicit 13281 174.14 1.31 · 10−2

Table: CPU timings for the Brio and Wu test for rLi
= 1.

Observations

Sub-cycling and implicit time stepping reduced the number of steps and
the CPU times. In this problem, ∆tfluid ≈ 2∆tc and sub-cycling is more
efficient.
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Results: Ideal MHD Orszag-Tang Vortex

Computational domain: [0, 2π]× [0, 2π]
Periodic boundaries

ρα vα pα B E

γ2

− sin(y)
sin(x)
0.0

 γ

− sin(y)
sin(2x)
0.0

 −vα ×B

Table: Initial data for the ideal MHD Orszag-Tang vortex.

γ = 5/3, rLi = 0.01, λD = 0.1, ri = −re = 1 and c = 10

Remark

Small Larmor radius rLi models the MHD regime.
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Results: Ideal MHD Orszag-Tang Vortex

(a) Explicit HDC (b) Explicit FVTD with sub-cycling

Figure: Ion density for the Orszag-Tang vortex using 2562 cells at t = 5. Very
similar solutions but HDC required some parameter tuning. HDC was also more
expensive than FVTD.
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Results: Ideal MHD Orszag-Tang Vortex

(a) Explicit HDC (b) Implicit FDTD

Figure: Ion density for the Orszag-Tang vortex using 2562 cells at t = 5. FDTD
captured better the features.
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Results: Ideal MHD Orszag-Tang Vortex

(a) Explicit HDC with 5122 cells (b) Implicit FDTD with 2562 cells

Figure: Ion density for the Orszag-Tang vortex at t = 5. FDTD solution was close
to a high resolution solution.
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Results: Ideal MHD Orszag-Tang Vortex

Maxwell Time stepping Steps CPU time (s) CPU time/step (s)

HDC explicit 5093 911.64 0.18
FVTD explicit sub-cycling 1147 235.41 0.21
FDTD implicit 1205 203.84 0.17

Table: CPU timings for the ideal MHD Orszag-Tang vortex using 2562 cells.

The high resolution (5122 cells) fully explicit HDC method took 7514.98s
(about 35 times more than the low resolution implicit FDTD method).

Observations

In this problem ∆tfluid ≈ 4∆tc. When the speed of light is much higher
than the fluid speeds, sub-cycling loop becomes more expensive and less
efficient than implicit time stepping.
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Results: GEM Reconnection Challenge

Computational domain: [−Lx/2, Lx/2]× [−Ly/2, Ly/2]
Periodic in the x-direction and conducting wall in the y-axis

n vz,e p Bx

n0(sech
2( yλ) +

1
5) jz/neqe B2

0/2 (sech
2( yλ) +

1
5) B0tanh(

y
λ)

Table: Initial data for the unperturbed Harris sheet configuration.

Perturbation: −êz ×∇
(

1
10 cos

(
2πx
Lx

)
cos

(
πy
Ly

))
n0 = 1.0, B0 = 1.0 λ = 0.5, Lx = 25.6, Ly = 12.8
γ = 5/3, rLi = 1, λD = 0.1, mi/me = 25 and c = 10

Fusion HPC
Workshop

32 / 46



Results: GEM Reconnection Challenge

(a) Explicit FVTD with sub-cycling (b) Implicit FDTD

Figure: Ion momentum for the GEM reconnection challenge with using 512× 256
cells at t = 25 (log-scale). The central magnetic island could be captured by the
FDTD method.
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Results: GEM Reconnection Challenge

(a) Explicit FVTD with sub-cycling (b) Implicit FDTD

Figure: Electron momentum for the GEM reconnection challenge with using
512× 256 cells at t = 25 (log-scale). The central magnetic island could be
captured by the FDTD method.
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Results: GEM Reconnection Challenge

(a) Explicit FVTD with sub-cycling (b) Implicit FDTD

Figure: Ion momentum for the GEM reconnection challenge using 1024× 512
cells at t = 25 (log-scale). FVTD method needed high resolution to capture the
magnetic island.
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Results: GEM Reconnection Challenge

(a) Explicit FVTD with sub-cycling (b) Implicit FDTD

Figure: Electron momentum for the GEM reconnection challenge using
1024× 512 cells at t = 25 (log-scale). FVTD method needed high resolution to
capture the magnetic island.
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Results: GEM Reconnection Challenge

(a) Explicit FVTD with sub-cycling (b) Implicit FDTD

Figure: Reconnected fluxes for the GEM reconnection challenge. The FDTD
method reached convergence faster.
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Results: GEM Reconnection Challenge

(a) FVTD (WENO) with sub-cycling (b) Comparison using 1024× 512 cells

Figure: Reconnected fluxes for the GEM reconnection challenge. FVTD with
3rd-order WENO is also shown (all previous FVTD results used 2nd-order TVD).
FVTD with WENO and FDTD solutions had the same reconnected fluxes.
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Results: GEM Reconnection Challenge

Figure: Reconnected fluxes for the GEM reconnection challenge using 256× 128
cells. Reference solutions from Crockatt et al. [13] using 960× 480 cells. The low
resolution implicit FDTD method produced a similar reconnected flux to the high

resolution reference case.
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Conclusion
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Concluding remarks

The speed of light constraint was relaxed and divergence-free
methods were used

Implicit FDTD method was more efficient in most problems

FVTD method was better for problems with very strong initial
discontinuities (e.g. Brio and Wu test)

FVTD method with 3rd-order WENO

More efficient (at achieving given accuracy) than FVTD with 2nd-order
TVD
More expensive than FDTD method
Higher-order WENO might become more efficient

Next steps: 10-moment two-fluid model (and higher moments)

5-moment model assumes local thermal equilibrium
Higher-moment models describe the deviation from the local thermal
equilibrium → transition from high to low collisionality plasmas
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